DECISION TREE AND VALUE OF INFORMATION
Modular Learning Outcomes
Upon successful completion of this module, the student will be able to satisfy the following outcomes:
· Case
· Set up a decision tree to model a decision under Risk.
· Use a decision tree model to determine the best alternative.
· Perform sensitivity analysis using a decision tree model.
· SLP
· Use Bayes’ Theorem to determine a posteriori decision probabilities.
· Utilize a decision tree to model the value of information.
· Determine if the information from an expert is worth the cost.
· Develop a professional PowerPoint Presentation.
· Discussion
· Research recent trends in business analytics and discuss their connection with decision making.
Module Overview
In previous modules, you as decision makers have been estimating the probabilities of the future states. Consider that there are experts who are capable of making fairly accurate estimates and charge a fee for this service. But is it worth paying these experts for their advice? What is the value of this more accurate information from these experts? In this module you will learn how to evaluate this information. In addition, you would do research on the recent trends in the business analytics field such as Google analytics, cloud computing, artificial intelligence, machine learning, and other tools for intelligence gathering and business planning.
A decision tree is a tool that graphically shows the decision branches and the future branches with probabilities and payoffs for a specific decision situation. When a decision situation becomes complicated with a number of choices and these choices involve different future states that may involve additional choices, the decision tree tool is an aid for modeling the situation easily. It graphically shows the branches of the decision and future states and allows for easy computation and sensitivity analysis. In case 4 you will use this tool to model a more complex decision.
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